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TL;DR: More expressive GNNs outperform less 

expressive GNNs not due to expressivity.

What is Expressivity?
Graph neural networks (GNNs) cannot distinguish certain 

graphs such as these:

Results on ZINC (layer alignment + extending training data)

Students converge towards teacher with the amount of data

Results on MOLHIV (label smoothing)

Label smoothing suffices for the students to achieve the same 

predictive performance as the teacher.

Knowledge Distillation 
Transfer knowledge from a teacher to a student

Layer alignment: Align student layers with teacher layers

Label smoothing (classification): student predicts soft score of 

teacher instead of (hard) class label

Extending training set: generate additional graphs and use the 

teacher to label them

Our Argument
!  Knowledge distillation does not change GNN architecture

⇒ Knowledge distillation does not increase expressivity

! Knowledge distillation from highly expressive GNNs to less 
expressive GNNs strongly increases predictive performance

⇒ Expressivity is not the reason why more expressive GNNs 
achieve strong predictive performance
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Numerous GNNs with an increased expressivity have been 

developed with the goal of boosting predictive performance.

Paper Code


